Estimation of Infectious Disease Parameters from Serological Survey Data: The Impact of Regular Epidemics
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Summary

Serological surveys are a useful source of information about epidemiological parameters for infectious diseases. In particular they may be used to estimate contact rates, forces of infection, the reproduction number, and the critical vaccination threshold. However, these estimation methods require the assumption that the infection is in endemic equilibrium. Such equilibria seldom exist in practice: for example, many common infections of childhood exhibit regular epidemic cycles. In this paper we investigate whether ignoring such cycles produces biased estimates. We apply the methods to data on mumps and rubella in the U.K. prior to the introduction of the combined measles, mumps, rubella (MMR) vaccine. We conclude that past epidemics have only a marginal effect on estimates, and that standard methods that do not adjust for regular epidemics are valid.
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1 Introduction

Epidemic models are commonly used for understanding the epidemiology of infections and guiding policy decisions on vaccination programmes. Contrasting methods have been used for estimating parameters of interest, such as contact rates, the force of infection, and derived quantities such as the reproduction number and the critical vaccination threshold. For example, estimation of reproduction numbers may be based on serological survey data [1], time series data [2] or outbreak data [3]; for a review see [4]. However, extensive and reliable times series or outbreak data are lacking for many infections. In recent years, most of the models used in a policy-making context have been based on serological survey data, which are now widely available for many infections [5, 6]. The widespread use of such models motivates the present paper and provides our focus.

The survival methods commonly used with serological survey data assume that the infection is in endemic equilibrium [1, 7, 8, 9]. This implies that the infection hazard is stationary over time. In fact, endemic equilibria are convenient limiting devices that seldom apply in reality. For example, in the absence of vaccination, many childhood infections undergo regular epidemic cycles. This is the case for measles, mumps and rubella, which had epidemic periods of 2 to 5 years in the U.K. prior to mass vaccination [1]. The timing of these epidemic cycles affect an individual’s immunity. For example, children aged 2 years are less likely to have been infected with rubella if they were born just after an epidemic rather than just before. Thus, the question arises as to how much the presence of epidemic fluctuations affects the validity of estimates derived from serological survey data under equilibrium assumptions. For example, it has been suggested that ignoring temporal variation in the numbers of susceptibles would underestimate
reproduction numbers [10].

In this paper we undertake a sensitivity analysis of the endemic equilibrium assumption. We compare parameter estimates obtained under standard (but clearly invalid) equilibrium assumptions, with those obtained from extended models which take into account regular epidemic cycles. As is well known, however, age and time effects are to a large extent confounded in a single serological survey [11, 12]. In order to model age and epidemic effects jointly, we augment the serological data with case report data to provide independent information on the timing of epidemics. Combining cross-sectional and time series data in this way has also been used in other fields [13].

Joint modelling of age and time effects in the context of infectious disease modelling has been discussed by several authors [12, 14, 15, 16, 17]. Our focus, however, is different: temporal effects are not our primary interest. Rather, we are interested in the sensitivity of our models to such effects, which we regard as nuisance parameters. Thus, we use a descriptive modelling approach to account for epidemic fluctuations. This contrasts with the more analytical approach used in studies of the dynamics of infection, for example the time series susceptible infected recovered (TSIR) model [2, 18, 19], or models for seasonal effects in transmission [20, 21, 22], which seek to model the underlying transmission process over time.

We focus on modelling mumps and rubella infections prior to the introduction of the combined measles, mumps, rubella (MMR) vaccine in the UK. These data are described in section 2. The epidemic models allowing for epidemic cycles are introduced in section 3. In section 4 we describe estimation methods. In section 5 we apply these models to the rubella and mumps data, and compare estimates of the average force of infection, the
basic reproduction number $R_0$ and the critical vaccination threshold $V_c$ obtained with and without allowance for epidemic cycles. Finally in section 6 we discuss the models and the results.

2 Data

Age-stratified seroprevalence data for mumps and rubella in the UK were collected between November 1986 and December 1987, to provide baseline information prior to the introduction of the MMR vaccine [23]. The data were previously analysed to estimate forces of infection [24] and estimate basic reproduction numbers [9]. These analyses rest on the assumption that mumps and rubella were in endemic equilibrium in the period leading up to the survey. The serological survey data used in the paper have been published previously [9].

The rubella data include only boys since girls routinely received rubella vaccine at age 10-15 years at that time [1]. Thus the epidemiological parameters we estimate for rubella are derived from a partially vaccinated population. Consequently, the force of infection and reproduction number will be less than if the population were vaccine-free. Mathematical modelling suggests that this effect is small ([1], p.106-8). Our focus, in any case, is to investigate the sensitivity of the results to the endemic equilibrium assumption, rather than obtain estimates valid for a vaccine-free population.

Epidemic cycles are reflected in serological profiles, especially at younger ages. Thus, in theory, it is possible to correct for epidemicity directly using only serological data. However, in practice such adjustments are unreliable because they are sensitive to small fluctuations in the younger age groups. Therefore, we augmented the serological data with data on case reports. Such data are available from a variety of sources, for example statutory
notifications and sentinel reporting schemes. We used laboratory reports for mumps and rubella from England and Wales, 1975-1987, obtained from the Communicable Disease Surveillance Centre.

These data are given in Table 1. Laboratory reports are obtained from diagnostic tests, and therefore are not representative of the age or other structure of the population, and are subject to variations in reporting efficiency. However, they reliably indicate the temporal pattern of epidemics. The laboratory data show that epidemics occurred with periods of about 3 years for mumps and 4 years for rubella; the last epidemic peaks prior to the serological survey occurred in 1984 for mumps and 1983 for rubella.

3 Models

We consider endemic immunising infections in a large population, directly spread from person to person, with short latency and infectious periods. Such infections generally exhibit epidemic cycles [1]. For simplicity, we assume that mortality in the population is of type I, i.e. all individuals live to age $L$, the life expectancy, and then die; our methods may be generalised to arbitrary mortality functions. Transmission of the infection depends on the age-specific contact function $\beta(x,y)$, which is the average per capita rate at which an individual of age $y$ makes contact with individuals of age $x$. We assume that the contact function is stationary over time; this is reasonable on the annual time scale of the data. On shorter time scales the contact function may vary, for example seasonally, but such variation is not considered here.
3.1 Force of infection

Let $I(y, t)$ denote the number of infectives of age $y$ at time $t$, and let $\lambda(x, t)$ denote the hazard of infection (or force of infection), i.e. the rate at which susceptible individuals of age $x$ acquire infection at time $t$. These quantities are related by the integral equation

$$\lambda(x, t) = \int_0^L \beta(x, y) I(y, t) dy.$$ 

In line with both theory and observation, the number of infectives varies cyclically over time. Typically, there are slight differences in phase between age groups, related to differences in contact rates. These phase differences are of the order of $D + D'$, where $D$ is the infectious period and $D'$ the latent period. For infections with $D + D'$ much less than one year, phase differences are ignorable. We therefore model $I(y, t)$ by independent age and temporal components:

$$I(y, t) \simeq I_0(y) \omega(t)$$

where $\omega(t)$ is periodic with period $T$, that is, $\omega(t + T) = \omega(t)$ for all $t$. The force of infection $\lambda(x, t)$ can then be written

$$\lambda(x, t) \simeq \left[ \int_0^L \beta(x, y) I_0(y) dy \right] \omega(t) = \lambda_0(x) \omega(t).$$

To identify the components, we require that

$$\frac{1}{T} \int_0^T \omega(u) du = 1.$$ 

Thus,

$$\lambda_0(x) = \int_0^L \beta(x, y) I_0(y) dy$$

is the average age at infection, averaged over epidemic cycles. The probability that an individual of age $a$ is susceptible at time $t$ is

$$S(a, t) = \exp \left\{ - \int_0^a \lambda(u, t - a + u) du \right\}$$

(2)
Note that the quantity \( \exp \left\{ - \int_0^a \lambda_0(u) \omega(t - a + u) du \right\} \) is the geometric mean of \( S(a, t) \) over an epidemic period \( T \), since

\[
\exp \left\{ - \int_0^a \lambda_0(u) du \right\} = \exp \left\{ \int_0^T \log S(a, t) dt \right\}^{1/T}
\]

Thus averaging the force of infection corresponds to taking geometric means of the proportions susceptible. Theoretical considerations indicate that this, rather than arithmetic averaging of the proportions susceptible, is required to avoid bias [10]. Our focus is therefore on estimating the average force of infection \( \lambda_0(x) \).

### 3.2 Epidemiological parameters

We wish to estimate \( \lambda_0(x) \) and \( \omega(t) \), but also derived quantities including the basic reproduction number \( R_0 \) and the critical vaccination threshold \( V_c \) [4, 9, 25].

The basic reproduction number \( R_0 \) is the average number of individuals infected by one infective introduced into a host population where everyone is susceptible. If \( R_0 > 1 \) the infection may become endemic, whereas if \( R_0 \leq 1 \) the infection will eventually die out. \( R_0 \) is a key parameter in infectious disease epidemiology: the higher the value of \( R_0 \), the harder it will be to control the infection.

\( R_0 \) is the leading eigenvalue of \( \beta^*(x, y) \) where

\[
\beta^*(x, y) = \frac{ND}{L} \beta(x, y).
\]

Here \( N \) is the population size, \( D \) the average infectious period, \( L \) the life expectancy.

Suppose now that a long-term vaccination programme is implemented in the population. Let \( \sigma_V(x) \) denote the proportion of individuals of age \( x \) who
remain unprotected by vaccination. Thus \( \sigma_V(x) \) depends on the proportion vaccinated, the vaccination schedule and the efficacy of the vaccine. Let \( R_V \) denote the leading eigenvalue of \( \sigma_V(x)\beta^*(x,y) \). If \( R_V \leq 1 \), endemic transmission cannot be sustained and the infection is said to have been eliminated from the population. On the other hand, if \( R_V > 1 \) the infection remains endemic. The critical vaccination threshold, \( V_c \), is the minimum proportion of the population that must be vaccinated under the programme in order to reduce \( R_V \) to 1.

4 Estimation from serological data and case reports

In this section we describe how the quantities introduced in Section 3 may be estimated, taking into account epidemic cycles. The overall likelihood consists of two components: the likelihood for the case reports data, and the likelihood for the serological data. The case reports data provide information on \( \omega(t) \), whereas the serological data provide information on both \( \lambda_0(x) \) and \( \omega(t) \).

4.1 Likelihood for case reports

We begin with the case reports data. The expected number of cases reported at time \( t \), \( \mu(t) \), depends on the number of infectives in each age group, \( I(x,t) \), and the reporting efficiency, which we assume to be of the form \( \kappa(x,t) \). Thus

\[
\mu(t) = \int_0^L \kappa(x,t)I(x,t)dx \\
\simeq \omega(t)\int_0^L \kappa(x,t)I_0(x)dx \\
= \omega(t)\kappa(t)
\]
where $\kappa(t) = \int_0^L \kappa(x, t) I_0(x) dx$. In order to identify the epidemic cycles we must assume that only $\omega(t)$ is periodic. Thus we assume that $\kappa(t)$ represents a secular trend, for example due to changes in diagnostic techniques or in the coverage of the surveillance system. In our application we chose $\kappa(t) = \rho e^{-\xi t}$. We modelled the periodic variation $\omega(t)$ by

$$\omega(t) = \frac{2\pi}{\phi} \frac{\exp\{\tau \cos(\phi t + \psi)\}}{\int_0^{\phi} \exp\{\tau \cos(\phi u)\} du}. \quad (4)$$

The parameter $\tau$ varies with the amplitude of the epidemics, which have period $T = 2\pi/\phi$. The phase parameter $\psi$ determines the timing of the serological survey during the epidemic cycle.

We assumed the number of cases reported at time $t$, $Z_t$, was distributed negative binomial with shape $\nu$ and mean $\mu(t)$ and hence variance $\mu(t) + \mu(t)^2/\nu$. Thus, the log likelihood kernel $l_C$ for the case reports is:

$$l_C = \sum_t \log \Gamma(Z_t + \nu) - \log \Gamma(\nu) + \nu \log \nu + Z_t \log \mu(t) - (Z_t + \nu) \log(\mu(t) + \nu)$$

and involves the six parameters $\rho$, $\xi$, $\nu$, $\tau$, $\phi$, $\psi$.

### 4.2 Likelihood for serological data

The serological survey data provide information on both $\lambda_0(x)$ and $\omega(t)$. We used two models for the average age-specific force of infection $\lambda_0(x)$, namely the gamma function

$$\lambda_0(x) = \alpha x^\delta \exp(-x/\gamma) \quad (5)$$

and the piecewise constant model $\lambda_0(x) = \lambda_{0i}$, $x \in (a_{i-1}, a_i]$, $i = 1, 2...5$ with $a_0 = 0, a_5 = L$. Suppose that a serological survey is undertaken at time $t_s$. If $r_a$ out of $n_a$ individuals of age $a$ were seropositive, we modelled $r_a \sim \text{Binomial}(n_a, 1 - S(a, t_s))$.
where $S(a, t_s)$ is given in equation (2). The log likelihood kernel $l_S$ for the serological survey data is therefore

$$l_S = \sum_a \{r_a \log(1 - S(a, t_s)) + (n_a - r_a) \log S(a, t_s)\}.$$ 

With the gamma force of infection, $l_S$ involves the six parameters $\alpha, \delta, \gamma, \tau, \phi, \psi$. The combined log likelihood kernel for the case reports and serological data is then $l_C + l_S$ and involves nine parameters (eleven for the piecewise force of infection model).

**4.3 Estimation of $R_0$**

This section contains only a brief description of the method used for estimating the basic reproduction number $R_0$ [9]. The aim is to estimate $R_0$ using the average force of infection $\lambda_0(x)$ derived after allowing for past epidemics, and to compare this with estimates obtained without allowing for past epidemics.

To estimate $R_0$ we first need a model for the contact function $\beta(x, y)$. We used the same four models for $\beta(x, y)$ as Farrington et al. 2001 [9]. These include the proportional mixing model in which $\beta(x, y)$ is of the form $u(x)u(y)$. For this model,

$$R_0 \simeq \frac{\int_0^L \lambda_0(x)^2 dx}{\int_0^L \lambda_0(x)^2 S_0(x) dx}$$

where $\lambda_0(x)$ is the average force of infection, modelled using a gamma function, and $S_0(x) = \exp\{- \int_0^x \lambda_0(u) du\}$. As shown above, this corresponds to the geometric mean of $S(x, t)$ over an epidemic period.

The other three models are matrix models in which the contact rates are assumed constant within the 5 age groups $(a_{i-1}, a_i], i = 1, \ldots, 5$. Thus, for $x \in (a_{i-1}, a_i]$, $y \in (a_{j-1}, a_j]$, we assume that $\beta(x, y)$ is constant and define $\beta_{ij} = (ND/L)\beta(x, y)$. Let $B$ denote the matrix with entry $\beta_{ij}$ in
position \((i, j)\). Then \(R_0\) is the leading eigenvalue of \(MB\) where \(M\) is the diagonal matrix of age group widths. The matrix \(B\) is estimated by solving the equilibrium equation based on the average force of infection:

\[
\lambda_0(x) \simeq \frac{ND}{L} \int_0^L \beta(x, y)\lambda_0(y)S_0(y)dy. \tag{6}
\]

When \(\beta(x, y)\) is a \(5 \times 5\) matrix, the average force of infection \(\lambda_0(x)\) is piecewise constant on each of the 5 age groups. To resolve the unidentifiability inherent in (6), only 5 free parameters are allowed. We use the models A, B, C shown in Figure 1.

### 4.4 Estimation of \(V_c\)

The same four contact functions were used to estimate the critical vaccination threshold, under the MMR vaccination schedule currently in use in the U.K. Under this schedule, one dose is given at 15 months and one at 4 years of age. We assumed that exactly the same children receive the second dose as received the first [26]. Denote by \(v\) the proportion of the population who receive the vaccine. After receiving the first dose of vaccine, some proportion \(w\) of vaccinated children become immune. We assumed that, on administration of the second dose at age 4, a proportion \(w\) of those who remained unprotected after receiving a first dose acquire immunity. The probability \(\sigma_V(x)\) that an individual of age \(x\) is unprotected by the MMR vaccination programme is then

\[
\sigma_V(x) = \begin{cases} 
1 & 0 \leq x < 1.25 \\
1 - wv & 1.25 \leq x < 4 \\
1 - wv(2 - w) & 4 \leq x < 75.
\end{cases}
\]

For both mumps and rubella we took \(w = 0.95\). For the proportional mixing model we have

\[
R_v \simeq \frac{\int_0^L \lambda_0(x)^2\sigma_V(x)dx}{\int_0^L \lambda_0(x)^2S_0(x)dx}
\]
Setting $R_v = 1$, and $w = 0.95$ in $\sigma_V(x)$ and rearranging, we obtain the following explicit expression for the critical vaccination threshold:

$$V_c \approx \frac{\int_0^L \lambda_0(x)^2 dx - \int_0^L \lambda_0(x)^2 S_0(x) dx}{0.95 \int_{1.25}^L \lambda_0(x)^2 dx + 0.9975 \int_1^L \lambda_0(x)^2 dx}.$$

For each matrix models $B$ we first calculated $M_i(v)$, the average number of years spent unprotected in age group $i$, $i = 1, 2..5$, and let $M(v) = \text{Diag}(M_1(v), ..., M_5(v))$. Then $R_v$ is the leading eigenvalue of $M(v)B$, and the critical vaccination threshold $V_c$ is the value of $v$ for which $R_v = 1$.

4.5 Goodness of fit, standard errors and confidence intervals

The goodness of fit of the models was assessed by the Pearson $\chi^2$ statistic [27]. For the case reports data this is

$$\sum_t \frac{(Z_t - \mu(t))^2}{\mu(t) + \nu^{-1} \mu(t)^2}.$$  

For the serological survey data, the Pearson $\chi^2$ is

$$\sum_a \frac{(r_a - n_a (1 - S(a, t_s)))^2}{n_a S(a, t_s)(1 - S(a, t_s))}.$$  

The overall $\chi^2$ is obtained by summing over data sets.

Also, a likelihood ratio test of $\xi = 0$ was carried out to test whether the term $e^{-\xi t}$, which describes a secular trend in the case reports data, should be dropped from the model.

Approximate standard errors for the parameters and 95% percentile confidence intervals for $R_0$ and $V_c$ were obtained by non-parametric bootstrapping. For the serological survey data we resampled cases within age groups; for the case reports data we resampled Pearson residuals [28]. For each model we drew 599 samples.
5 Application to mumps and rubella data

The time $t_s = 0$ was set at 31 December 1987, at the end of the sampling period for the serological survey, and we took $L = 75$ years. The age group cut points were 3, 8, 15, 25 years.

There was little evidence of a secular trend in the rubella case reports data ($\chi^2 = 1.7, p = 0.2$), but evidence of a declining trend in the mumps data ($\chi^2 = 14.6, p = 0.0001$). The Pearson $\chi^2$ goodness of fit statistics are shown in Table 2. The models without the epidemic effects were only fitted to the serological survey data, not the case reports data. The contributions to the overall Pearson $\chi^2$ statistics from the serological data using the models with epidemic effects are also included in Table 2. In general, the fit to the serological data improved for the youngest ages when epidemic cycles were allowed for.

Figure 2 shows the fit to the mumps and rubella laboratory reports using both the gamma function and piecewise constant models for the force of infection. The estimated epidemic periods were 4.33 years (SE 0.15) for rubella and 2.81 years (SE 0.03) for mumps; these estimates were obtained modelling the case reports data alone. There are a few poorly fitting data points, such as the report numbers for 1978, probably due to differences in reporting efficiency from year to year. Figure 3 shows the fit of the gamma function models to the serological survey data.

Table 3 shows force of infection parameter estimates and standard errors, obtained both taking account of, and without taking account of epidemic cycles. The estimated parameters for the piecewise constant models obtained with and without allowing for epidemic cycles are similar, typically lying within one, and always within two, standard errors of each other. Figure 4 shows the estimated average forces of infection for the gamma function.
models. Clearly, allowing for epidemic cycles makes hardly any difference to the shape of the average force of infection for mumps, and only a marginal difference for rubella (of 12% at most).

The estimates of $R_0$ and $V_c$ for mumps and rubella for the four contact functions (proportional mixing and 3 matrix models), calculated both with and without taking into account epidemic effects, are shown in Tables 4 and 5. With the exception of the proportional mixing model for rubella, the estimates obtained by one method lie within the 95% confidence interval obtained by the other method, and differ by less than 5%.

The models were also fitted allowing for individual frailties using the methods in Farrington et al. (2001) [9]. Again, results showed that allowing for epidemic cycles had little impact on parameter estimates (not shown).

As expected, the serological data contain very little information about the epidemic cycles. Nevertheless, we also attempted to estimate the parameters using solely the serological data by maximising the log-likelihood $l_S$. The results for the rubella data were similar to those obtained using the combined data. However, for the mumps data, the model was unstable.

6 Discussion

This study was motivated by the concern that commonly used methods for deriving key epidemiological quantities for infectious diseases using serological survey data make no allowance for epidemicity, and rely on a manifestly incorrect stationarity assumption. Under this assumption, the infection should have reached an equilibrium, in which the age-specific force of infection is stationary over time. In reality, many common immunising infections of childhood undergo regular epidemic cycles. Hence the concern that estimation methods based on serological survey data, in which it is
difficult to distinguish age and periodic temporal effects, may be flawed.

To our knowledge, this is the first statistical study of the impact of past epidemics on the validity of analyses of serological survey data under equilibrium assumptions. Our results suggest that their impact is marginal and ignorable. The estimated average forces of infection, and derived quantities such as the reproduction number and critical vaccination threshold, are largely insensitive to epidemic cycles. This is especially true of piecewise constant and matrix models, which are more robust to slight biases than more strongly parametric models such as the proportional mixing model with gamma force of infection.

Interestingly, ignoring epidemic cycles did not appear to underestimate $R_0$ as predicted [10]. This may be due to slight overestimation of the force of infection in younger age groups (Table 3 and Figure 4).

It might be objected that these results relate only to two data sets, and that substantially different results might have been obtained if the epidemics had occurred at different times. We consider this unlikely: the epidemic periods of mumps, 2.81 years, 95% CI (2.76, 2.87) and rubella, 4.33 years (4.06, 4.62), are quite different, but both data sets yield similar conclusions. We also varied the survey time $t_s$ to coincide with other points during the data collection period from November 1986 to December 1987. This made little difference to the results.

A heuristic argument suggests that our findings for mumps and rubella apply generally to immunising infections with short latent and infectious periods, i.e. to infections that display epidemic fluctuations. The force of infection is often monotone for the first years of life, to an age of the order of $A$, the average age at infection. On the other hand, regular epidemic cycles occur with periods of the order of $T \approx 2\pi \sqrt{A(D + D')}$ where $D$
is the infectious period and \( D' \) the latent period \([1]\). Typically, \( T \) is not substantially larger than \( A \), and is often less than \( A \). Hence, estimates of the force of infection that ignore regular epidemic cycles will tend to represent an ‘average’ value that differs little from the true average force of infection from equation (1). We conclude that standard methods that do not adjust for epidemic cycles are likely to produce valid results in this setting.

We considered only the effect of regular cycles. We suspect that broadly similar conclusions would apply to infections with irregular but frequent epidemics, with average inter-epidemic period less than \( A \): for such infections, we would expect a similar averaging to occur when estimating the force of infection. However, infections with infrequent epidemics (whether regular or not) may generate biased results. For such infections, it may be necessary to model temporal fluctuations explicitly as we have done here, either using a time series of case reports or multiple serological surveys.

Aggregation of data over spatial units can mask or distort epidemic cycles for some infections. For example, whooping cough has been shown to lack spatial coherence prior to the introduction of mass vaccination in the UK, a phenomenon which masked its 2 to 2.5 year epidemic cycle \([29]\). Aggregation of serological data corresponds to taking arithmetic rather than geometric means \([10]\); see equation (3). Unless the component data sets are in phase with regard to epidemic cycles, aggregation may result in the average force of infection being underestimated in younger children. In older age groups, namely those having experienced more than one epidemic cycle, variation in seroprevalence due to past epidemics is less pronounced.

In this paper we considered regular epidemic cycles, and hence assumed that the contact function \( \beta(x, y) \) remains constant from one year to the next. The endemic equilibrium assumption may be violated in other ways:
for example, the birth rate or mortality function, and hence $N$ or $L$, could vary [30]. Alternatively, contact rates may vary over time, reflecting changes in the social or natural environment. Thus $\beta(x, y)$ could be time-dependent. In such settings $R_0$ and $V_c$ would also vary over time. The estimation of such temporal effects over longer time scales is the subject of ongoing research [31].
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### Table 1: Case report data

<table>
<thead>
<tr>
<th>year</th>
<th>no. of mumps reports</th>
<th>no. of rubella reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>1975</td>
<td>917</td>
<td>1275</td>
</tr>
<tr>
<td>1976</td>
<td>748</td>
<td>650</td>
</tr>
<tr>
<td>1977</td>
<td>404</td>
<td>503</td>
</tr>
<tr>
<td>1978</td>
<td>1056</td>
<td>3514</td>
</tr>
<tr>
<td>1979</td>
<td>571</td>
<td>2399</td>
</tr>
<tr>
<td>1980</td>
<td>461</td>
<td>581</td>
</tr>
<tr>
<td>1981</td>
<td>729</td>
<td>497</td>
</tr>
<tr>
<td>1982</td>
<td>358</td>
<td>1533</td>
</tr>
<tr>
<td>1983</td>
<td>436</td>
<td>2533</td>
</tr>
<tr>
<td>1984</td>
<td>608</td>
<td>1744</td>
</tr>
<tr>
<td>1985</td>
<td>342</td>
<td>805</td>
</tr>
<tr>
<td>1986</td>
<td>525</td>
<td>2029</td>
</tr>
<tr>
<td>1987</td>
<td>651</td>
<td>1881</td>
</tr>
</tbody>
</table>
Table 2: Pearson $\chi^2$ goodness of fit statistics ($\chi^2$ for serological data alone are in brackets)

<table>
<thead>
<tr>
<th></th>
<th>Rubella</th>
<th>Mumps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Gamma</strong></td>
<td>$\chi^2$</td>
<td>55.2 (41.6)</td>
</tr>
<tr>
<td>function</td>
<td>d.f.</td>
<td>49</td>
</tr>
<tr>
<td>model</td>
<td>p</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Piecewise</strong></td>
<td>$\chi^2$</td>
<td>55.9 (40.7)</td>
</tr>
<tr>
<td>constant</td>
<td>d.f.</td>
<td>47</td>
</tr>
<tr>
<td>model</td>
<td>p</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 3: Parameter estimates (S.E.) for the force of infection

<table>
<thead>
<tr>
<th></th>
<th>Rubella</th>
<th>Mumps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Gamma</strong></td>
<td>$\alpha$</td>
<td>0.072 (0.009)</td>
</tr>
<tr>
<td>function</td>
<td>$\delta$</td>
<td>0.660 (0.149)</td>
</tr>
<tr>
<td>model</td>
<td>$\gamma$</td>
<td>9.040 (1.822)</td>
</tr>
<tr>
<td><strong>Piecewise</strong></td>
<td>$\lambda_1$</td>
<td>0.072 (0.010)</td>
</tr>
<tr>
<td>constant</td>
<td>$\lambda_2$</td>
<td>0.134 (0.013)</td>
</tr>
<tr>
<td>model</td>
<td>$\lambda_3$</td>
<td>0.138 (0.017)</td>
</tr>
<tr>
<td></td>
<td>$\lambda_4$</td>
<td>0.057 (0.016)</td>
</tr>
<tr>
<td></td>
<td>$\lambda_5$</td>
<td>0.033 (0.018)</td>
</tr>
</tbody>
</table>
Table 4: Basic reproduction number and critical immunisation threshold (95% C.I.) for each contact model for rubella

<table>
<thead>
<tr>
<th>epidemic effects</th>
<th>$R_0$ (95% C.I.)</th>
<th>$R_0$ (95% C.I.)</th>
<th>$V_c$ (95% C.I.)</th>
<th>$V_c$ (95% C.I.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Proportional mixing</td>
<td>2.3 (2.1, 2.5)</td>
<td>2.6 (2.4, 2.9)</td>
<td>0.58 (0.53, 0.62)</td>
<td>0.64 (0.61, 0.67)</td>
</tr>
<tr>
<td>Matrix $B_A$</td>
<td>3.3 (2.6, 5.5)</td>
<td>3.3 (2.6, 5.5)</td>
<td>0.72 (0.64, 0.83)</td>
<td>0.73 (0.65, 0.84)</td>
</tr>
<tr>
<td>Matrix $B_B$</td>
<td>3.5 (2.8, 5.6)</td>
<td>3.6 (2.8, 5.6)</td>
<td>0.73 (0.67, 0.84)</td>
<td>0.74 (0.67, 0.84)</td>
</tr>
<tr>
<td>Matrix $B_C$</td>
<td>4.5 (3.8, 8.9)</td>
<td>4.2 (3.8, 8.7)</td>
<td>0.78 (0.75, 0.89)</td>
<td>0.77 (0.75, 0.89)</td>
</tr>
</tbody>
</table>

Table 5: Basic reproduction number and critical immunisation threshold (95% C.I.) for each contact model for mumps

<table>
<thead>
<tr>
<th>epidemic effects</th>
<th>$R_0$ (95% C.I.)</th>
<th>$R_0$ (95% C.I.)</th>
<th>$V_c$ (95% C.I.)</th>
<th>$V_c$ (95% C.I.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Proportional mixing</td>
<td>3.1 (3.0, 3.3)</td>
<td>3.2 (3.1, 3.5)</td>
<td>0.69 (0.68, 0.71)</td>
<td>0.71 (0.69, 0.72)</td>
</tr>
<tr>
<td>Matrix $B_A$</td>
<td>3.3 (3.1, 3.9)</td>
<td>3.3 (3.1, 4.2)</td>
<td>0.72 (0.70, 0.77)</td>
<td>0.72 (0.71, 0.79)</td>
</tr>
<tr>
<td>Matrix $B_B$</td>
<td>8.0 (5.1, 11.3)</td>
<td>8.0 (3.6, 11.4)</td>
<td>0.88 (0.81, 0.91)</td>
<td>0.88 (0.74, 0.91)</td>
</tr>
<tr>
<td>Matrix $B_C$</td>
<td>25.5 (4.1, 31.0)</td>
<td>25.5 (4.2, 31.1)</td>
<td>0.96 (0.77, 0.97)</td>
<td>0.96 (0.77, 0.97)</td>
</tr>
</tbody>
</table>
Figures

Figure 1: Contact matrix structures

\[ B_A = \begin{pmatrix}
\beta_1 & \beta_1 & \beta_3 & \beta_4 & \beta_5 \\
\beta_1 & \beta_2 & \beta_3 & \beta_4 & \beta_5 \\
\beta_3 & \beta_3 & \beta_3 & \beta_4 & \beta_5 \\
\beta_4 & \beta_4 & \beta_4 & \beta_4 & \beta_5 \\
\beta_5 & \beta_5 & \beta_5 & \beta_5 & \beta_5 \\
\end{pmatrix} \]

\[ B_B = \begin{pmatrix}
\beta_1 & \beta_1 & \beta_4 & \beta_5 \\
\beta_1 & \beta_2 & \beta_4 & \beta_5 \\
\beta_4 & \beta_4 & \beta_3 & \beta_4 & \beta_5 \\
\beta_4 & \beta_4 & \beta_4 & \beta_5 \\
\beta_5 & \beta_5 & \beta_5 & \beta_5 \\
\end{pmatrix} \]

\[ B_C = \begin{pmatrix}
\beta_1 & \beta_5 & \beta_5 & \beta_5 & \beta_5 \\
\beta_5 & \beta_2 & \beta_5 & \beta_5 & \beta_5 \\
\beta_5 & \beta_5 & \beta_3 & \beta_5 & \beta_5 \\
\beta_5 & \beta_5 & \beta_5 & \beta_4 & \beta_5 \\
\beta_5 & \beta_5 & \beta_5 & \beta_5 & \beta_5 \\
\end{pmatrix} \]
Figure 2: Case reports data (points) and model fits. Solid line: with gamma force of infection, dashed line: with piecewise constant force of infection.
Figure 3: Serological survey data (points) and model fits with gamma force of infection. Solid line: without epidemic effects, dotted line: with epidemic effects.
Figure 4: Estimated average force of infection for gamma models. Solid line: without epidemic effects, dotted line: with epidemic effects.